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—.\ ¥ HE%F Subject Learning Objectives (SLOs)

e BV ESR KRR AT SRR R AR E R R T R, AR S PR O AT H

Note: GA and index can be referred from undergraduate program in SSTC website. Please add/reduce lines based on subject.

AR H b

Overall Objective

WAEARIER ], AEERESETEN B RER . gt
RE MRASETTIE LA S AR G, Bdr —sze iy B
BLge5 210708, AR SIS TR S BT T 0 BN B A

Through the study of this course, students will master methods such as
probability, statistics, algebra, optimization, and related theories
suitable for use on computers. They will also master some classic and
commonly used machine learning methods, laying a necessary
foundation for professional courses and participating in engineering
practice.

EREBENE LR ESENG . RSN EIN
FLAANIR

1-1 | Master the basic knowledge of machine learning such as
hypothesis space, empirical error and overfitting, performance
measurement, etc
BEPRABULRRENA . R PR R4 SRR L4
T8 FH ML 27 ) B0

(1 B HF5: . . : :
. - 1-2 | Mastering classic and commonly used machine learning
Professional Ability ] o o ) o
algorithms such as logarithmic probability regression, decision
trees, neural networks, and support vector machines
REA AR SR B SEIAL 8 27 S Bk, S ISR gt o
AR 7]

1-3 | Able to use relevant software to implement machine learning
algorithms and learn to use computers to solve scientific and
technological problems
B IrRb 5 TN B IR E

2-1 | Cultivate awareness and quality of scientific and engineering
applications

(2) f=H HPs: B B IR R R R AN Q1 BT RE
Essential Quality 2-2 | Gradually cultivate students' exploratory spirit and innovative
ability

o | PERMIAKTE SR

Laying the foundation for future research in related fields

REHE B in 5 ERBIX R R Matrix of GA & SLOs

BNV ER GA

| Hib A GA Index | #e# Hhr SLOs
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3. WU IFRMBRITR: [
B8 B0 2 2% SE B )
fil R T, WV R E TR
RETRGE . Housits, I
RS 7L BETHIA 1 TP AR B8
BiR, R @, %
ESNX NI AV 2 Sk
FSlEN

3. Design/Development of
Solutions: Design solutions
for complex practical
problems and design systems,
components or processes that
meet specified needs with
appropriate consideration for
public health, and safety,
cultural, societal and
environmental considerations.

3-1: BEME VT W AT VAR R B 2 52 bR
I R PR R R T 5

3-1: Capable of designing solutions to
complex practical problems related to this
major

3-2: REMEXSAN[E VT 7 kAT LA
e, AETAEEITT 1 BA U SRt
HEW, BTRIM. 5. RGRBA
R R SR i

3-2: Capable of comparing and optimizing
different design schemes, having a sense of
innovation and criticism in all aspects of
work, and be good at discovering,
analyzing, systematically elaborating and
solving practical problems

3-3: REMEAEBCTTHFITT K (1) % IR T Hh 45
GEEI S fERE. A EE. Uk
DA S5 R 2

3-2: Capable of comparing and optimizing
different design schemes, having a sense of
innovation and criticism in all aspects of
work, and be good at discovering,
analyzing, systematically elaborating and
solving practical problems

1-1 3] 1-3
2-1 %) 2-3

4, WFFL: Refg B TR R
IR B ITVER 52 2% S B
o] AT R TS, ELAE TS
. b SRREEdE. Rl
IORENSE SRS Efess o Ry dEl]
ik
Conduct
complex
using

4. Investigation:
investigations  of
problems
research-based knowledge
and research methods
including design of
experiments, analysis and
interpretation of data, and
synthesis of information to
provide valid conclusions

4-1: Refg FETRH I B OF R B2 07,
TEARTAVAH R IR 45 3 X & A PR A
S 7 7

4-1: Capable of design experiments on
complex  problems  with  scientific
knowledge and research methods of this
major

4-2: Ref 4G AP RN R ) S A Kk 1
ot SR, Bt IR SER T %,
Il fE B R 513 25 A 4k
4-2: Capable of analyzing and interpreting
the experimental data, designing and
optimizing the experimental schemer with
the knowledge of this major; reasonable
and effective conclusions are obtained
through information synthesis

1-1 %) 1-3
2-1 5] 2-3
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5. AR fewstxt
RSB, PR LR
S AR, Bk,
PAE B BOR T H, tfExt
527 S B T AR RN 5 A
M, FFReue R IR TE

5-2 BRSPS M AH 5 5 A% S B 1)
Pl FIBCR MBI, Aeisis FHELAE B
FEOREAT SCHEREE R A BORL A ), BRI
N3 ES

5-2: Familiar with the technology and
resources required to solve complex
practical problems related to the major,

capable of using modern information
5. Modern Tool Usage: .
technology to conduct document retrieval
Create, select and apply . . 1-1 3] 1-3
. . and data query, and obtaining professional
appropriate techniques, . 2-1 7 2-3
resources and modern solutions
engineering and 1T tools 5-3: AR A LMV AH OG5 4k S B )
including _ prediction a@ WSS AEOR . ' S
. BHART A
modeling, to complex . .
. . 5-3: Capable of selecting and using
practical problems, with an ooriate  technolo esources.  and
appropri ,  resources,
understanding of the PPIop . . 9y .
S modern information technology tools in
limitations .
response to complex practical problems
related to the major
=. #HF¥WA Content (Topics)
e DURIESCHUE, & P IOERS IR 92 bR iR B e BRI TS L R BRI
Note: Filled in both CN and EN, extend or reduce based on the actual numbers of knowledge unit
(1) EELHEF Lecture
Nt o : v —.
IMEE ST o5 . SCHEPCFAM | 19 0.1 523
Knowledge Unit No. SLOs Supported
KRBT A4 PR . , : :
i.ﬂ: P WLse e ST 3R Fundamentals of Machine Learning
Unit Title
SRz S G
Empirical error and overfitting
ARWIRES
Evaluation method
FURA R | YEREFE R
Knowledge Delivery | Performance metrics
BRI
Comparative testing
Wz 577 %
Deviation and variance
TR | BLEs RS R R
_ Recognize | The emergence and development of machine learning
2L S .
23 Hs: - ~
. . AR | PRI
Learning Objectives . .
Understand | Comparative testing
i | 2RrESEdNE. WESTE
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Master ‘ Empirical error and overfitting, deviation and variance

f8H Hix

Moral Objectives

B FRRE 5 TN B IR ZR
Cultivate awareness and quality of scientific and engineering
applications

B B IR A R R A AN Q1 BT E
Gradually cultivate students' exploratory spirit and innovative ability

DA SR AR AT 9 B4 5 B Al
Laying the foundation for future research in related fields

PG A
# 45 | Evaluation method
Key Points | 4 g &
Performance metrics
Merl: | ZESTTE
Focal Points | Deviation and variance
R , SHHERN | o
Knowledge Unit No. SLOs Supported
FIREBITARR | M HRPLEs 7 1 07E
Unit Title | Classic and commonly used machine learning methods
LAY
(Linear model
TREER)
Decision Tree
FREE ) 2
Neural network
KR | SCREAIEAL
Knowledge Delivery | Support Vector Machine
DS 73 2K 2
Bayesian classifier
£ 90
Integrated learning
Clustering
T | BREIERIR R
Recognize | Development of various algorithms
25 ﬂ%:ﬂ%?%f%@g%ﬁ% - -
Learning Objectives Understand | Theoretical derivation of machine learning methods
e WL 1T R B B R S 3
HiE: . : .
Master Application and Programming Implementation of
Machine Learning Methods

=H Hix
Moral Objectives

B ek 5 AR B H I R A ER o
Cultivate awareness and quality of scientific and engineering
applications

LRI A IR B A BT RE

Gradually cultivate students' exploratory spirit and innovative ability
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T SR A AT 9 B4 5 B Al
Laying the foundation for future research in related fields

W22
Neural network
HH | SCRRREAL
Key Points | Support Vector Machine
DU 7y e
Bayesian classifier
MR | A
Focal Points | Integrated learning
%ﬂmﬂ%ﬁ?%‘: 3 S H b 12, 1-3. 2-1 523
Knowledge Unit No. SLOs Supported
R ITTAARR | R SR
Unit Title | Advanced knowledge
LA I 2%
Convolutional neural network
FIS | IR
Knowledge Delivery | Transfer learning
TL
Meta learning
TR | o
Recognize | Meta learning
) Hir: PR | T
Learning Objectives | Understand | Transfer learning
B | BRME ML
Master | Convolutional neural network

EE Hix
Moral Objectives

B R 5 TN A B iR M ER o
Cultivate awareness and quality of scientific and engineering
applications

BDREIR A A IR ZAE A BT RE

Gradually cultivate students' exploratory spirit and innovative ability

DGR ST 5T B Fe i

Laying the foundation for future research in related fields

Y=
Key Points

LR 2%

Convolutional neural network

S
Focal Points

T
Transfer learning

(2) SEEEHE Experiments

Ve AT SEBR I BL AT £, SR SRR AT IR E P

BOE SrE Yk, SIRTERTTT 2 eik i .

Note: Please add/reduce lines based on subject. The Type contains Verify, Design, and Comprehensive, while the Pattern

contains Required and Elective

T
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None

M. #FLEHE Teaching Schedule

T R SR DL AT £

Note: Please add/reduce lines based on subject.

220F () Hour(Week)
#2£P9%% Teaching Content M | Sohe | AR | At
LECT. | EXP. PBL PRAC.

B 57 23 2 RN iR A

Fundamentals of Machine Learning

LMY A

(Linear model

RIEH) 4

Decision Tree

L4

Neural network 4

SCREIAIEAL 4

Support Vector Machine

UL s 4

Bayesian classifier

R 4

Integrated learning

EoEN 4

Clustering

L RRPREE P 2% 4

Convolutional neural network

BN 2 2= )

Transfer learning

JL )

Meta learning

St Total 40 0 0
F. #FEFFA5E Teaching Methodology
TE: AR S B i I AT B B B A 2
Note: Please add/reduce lines or revise content based on subject.
R 3% Check #2712 554 Teaching Methodology & Characters

4]

DR TR BB IR E B

Multi-media-based lecturing

M SLRRBE /AR BB ST, SEBR ARG

= AN
aie




Combining theory with industrial practical problems

WEABE R MR SEEMEAS

= Knowledge delivery with ethic education

o PBL #: [ FUIREN ) 73 215 2] 5 A8
Problem-based learning

0 Hofth b Bl T A SN S

Other: B 7 Bl i 7 LA iy N SC - o

=
N\

RERTEE Assessment

TE: AR SCBR TS LT BB A A

Note: Please add/reduce lines or revise content based on subject.

LT it Behavior A J.m/\
Assessment Content Director Kun Zhang
oy e BRFE L A St L EE (%):
AR | ks | PR ELT(%) 20
Result Type Percentage (%)
#7750 | sy 100 4y, HiEh, 50 73; ML, 50 7).
Measures | Full score of 100 points, attendance, 50 points; Homework, 50 points.
B3N % Final Wit A
Assessment Content " Director Kun Zhang
o TR B R S L L (%):
=i /ﬁ Eﬁj\ﬁ?u Marks %%ﬂi ﬁk 3 ( 0) 70
Result Type Percentage (%)
. W53 100 73, 18I A B 25 URAG SCEh A AR RS
B VIE . - .
Measures Full score of 100 points, providing student grades through reviewing

the final thesis

. Xi#EHF Improvement Mechanism

T ARJRHE DABCA BIBA DL R BB BB R 3R R 2 i
Note: Matters not covered in this file shall be determined by TAB of SSTC, NEU.

BUFRMBOHNE] Subject Syllabus Improvement Mechanism

A% I(F):
Check Period (YR)

1T A 1 (4E):
Revise Period (YR)

4 4

ACIEE A it

Measures

URAE 7 57 AR RAE B WA 5 A 8557 H AR AR I A 18
BB R, &0 TAERIBEAC o A% G AT B At
The subject coordinator shall be responsible for the syllabus discussion
and improvement, and the revised version shall be submitted to deputy
dean (teaching affairs) for reviewing then to executive dean for
approval
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G EBHEPLH] Assessment Improvement Mechanism

AW () 1 BT A () L
Check Period (YR) Revise Period (YR)

R 5T ARIE SRR ZUA N A IRE A RO LS 3 A, %R
AT EM R GEE T IO, I REPAR PR 2 70k

The subject coordinator shall revise the syllabus based on the teaching
content, effect and result distribution while optimize the assessment
measures.

RIS

Measures
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