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—.\ ¥ HE%F Subject Learning Objectives (SLOs)

e BV ESR KRR AT SRR R AR E R R T R, AR S PR O AT H

Note: GA and index can be referred from undergraduate program in SSTC website. Please add/reduce lines based on subject.

AR H xR
Overall Objective

CRLFH A BT R R GErt o s A Ll B R AR — o A
VAT F AR — oM 2 e BT RS E it R ke &
FRNH, TS R AR AR B T 22 A DR SE 1) 2 W A
SEFTTVE, PIAAR RS, BB AT KZ BN S A
TR AR R G A R A AR BAR AT VE R E IR, LK
B IR 22 A IR N L TS AR BE G v B e

Applied regression analysis is one of the important professional
basic courses of students majoring in Statistics. This course mainly
includes parameter estimation, significance test and application of
simple and multivariate linear regression equations, diagnosis and
treatment methods of heteroscedasticity, autocorrelation and other
problems that violate the basic assumptions of regression model,
selection of regression variables, stepwise regression method and
multicollinearity. This course enables students to master the basic ideas,
theories and methods of statistics, and cultivate students’ ability to
skillfully use computer software to process statistical data.

(L B HF5:
Professional Ability

TRV IR IR S K

1-1
A brief history of Regression Analysis and its development

TIRBENAR R E L MRS AR T i

1-2
Definition, properties and description methods of RV

32 ] B2 P [ VARSI Y A S S A
1-3 | Master the construction and testing of simple linear regressive
model

B 22 UL [l ARSI (3 T S A
1-4 | Master the construction and testing of multiple linear
regressive model

HEIR ARLRE” AR A

1> Master the “Non-linear” linear regression
16 FEIR] SCRINBUR N —3fik

Master GLS and WLS
L7 FAR I SN AL T 0 DL ISR [ YA

Analysis of Categorical RVs and Logistic regression model

(2) f=H HPs:
Essential Quality

S RPN NI PSS WU [=OR SN AW A
2-1 | Cultivate citizens of the new era who abide by the law,
understand and obey the rules

TR AT JE AT T 5 A THON S ) R I 2 s ok
fe. I FET G

2-2 | Understand the main contradiction and secondary
contradiction, seek truth from facts and grasp the main
contradiction in the face of complex problems

BFRIRSS RN, B “DLONAE” HIRS R

2-3 . . . . ..
Cultivate service consciousness and have the service spirit of
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"people-oriented"

2-4

B R B AWM AR A B2k, W
T b ARG, AR ST B R 3R B WA AT O Y BB R
HUkG

Cultivate the spirit of not fearing difficulties or failure,
perseverance, daring to try, and cultivate their own careful and
patient courage and spirit in the process of learning

2-5

B IR A BRI R, MBI AR, Tt
FER— I TAE

Cultivate a sense of order and plan, and complete a work in an
orderly and gradual manner

RS Hin 5N ESRIN R R Matrix of GA & SLOs

b ER GA

FEFR A GA Index H2EHbR SLOs

1. B2 B LSS
EA, BRRSRECY. AR
PR IR R e 7y
AR S ]

1-1: BABERMESHELRE . #EmTH
FREST . HTASNEETT S R B LERE
FRAE . ARRANA TR,
FFAE P FL ST I A PR A S A
R DA R S ) 7L

1-2: ERGIHAE. SGMHEUELE. 4 1-1 3 1-7
AT THENLE G R
Gt FEREATR . MRS hE, A&
KA. B, T EARTIRE S, BT
WHR A ATATYE TR . AR R 5%
SCRY IR S R

2. [ HT: BEME AN
G A SEA R L 59
FB, Rl Rk IR
SCHR AT FT 20 M 2 2% S B 1]
A, USRS A ® .

2-1: BEMSAE NN F Gout o R A 2
FEMTFE, b, . RikAL
HH R R 2% S B i) 7L

2-2: REMSAE BN FH Gt I S A S B 1-1 3] 1-7
TIERFEL, 0 & A2 sz br v &
KHER TR, Freais k. Bl

WHIBR T-Br DU

11, BiIHE#SMS: HE
IR TS R 5405
WH T, FEERRTEZ R
BN

11-1: BRI TRE 5 PR i #2835 vk
ST EE,  BEXT N Gt i FH 5 4 1) 3 4
AR B BAT R AR A LA

1-1 3] 1-7

=. #F¥WA Content (Topics)

T UIPSESOES, B0 PR B PR S PR AR BT AT R IR B

Note: Filled in both CN and EN, extend or reduce based on the actual numbers of knowledge unit

(1) BBieHEF Lecture

IR S S

1 T B A 1-1. 2-4
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Knowledge Unit No.

SLOs Supported

FRERTTARR | [BH BT AR
Unit Title | Introduction to Regression Analysis
SR G| AT AR S R
Knowledge Delivery | A brief history of Regression Analysis and its development
T%:@E%ﬁ%ﬁﬁSE%
. A brief history of Regression Analysis and its
Recognize development
2 HAR:
Learning Objectives | BT E I
Understand | The aim of Regression Analysis
FER: | BT AT IR
Master | Basic steps of Regression Analysis

TEH Hbr
Moral Objectives

FAR BA WA AERM BUmA S BTk, @xEm b
FEfH, JRAESE SRR TR B 57 B CHIGHCAIT O 1 58 ORI 1
Cultivate the spirit of not fearing difficulties or failure, perseverance,
daring to try, and cultivate their own careful and patient courage and
spirit in the process of learning

BIRhss i, B “LAAOAA IR HE
Cultivate service consciousness and have the service spirit of
"people-oriented”

B el ap i MU, SR TR AR A R
Cultivate citizens of the new era who abide by the law, understand and
obey the rules

B BT RIS IR 5 K

i 43: | A brief history of Regression Analysis and its development
Key Points | [a]J= 5347 H i)
The aim of Regression Analysis
MR | BIE BT R A D IR
Focal Points | Basic steps of Regression Analysis
HILIE 5 ) SHEHCE B r2 22
Knowledge Unit No. SLOs Supported
FURBTCARR | GEvhBEat AR (] i
Unit Title | Statistics review
WEALAZ B IR 77
Random variable
SRS
AR /5 | Population statistics
Knowledge Delivery | A%t
Sample statistics
BRI o

Hypothesis testing
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2 2] B g
Learning Objectives

TR
Recognize

BEALAR & 158 X 5 DL 7
Definition, properties and description methods of RV

PRAR:
Understand

HAGHE AL

Basic statistics and sample statistics;

FEi: | R A
Master | Hypothesis testing

f8H Hix

Moral Objectives

TR TP JE AR JE RN 4% TR I B S R L I
FFETE

Understand the main contradiction and secondary contradiction, seek
truth from facts and grasp the main contradiction in the face of
complex problems

Hp | U E B R 56
Key Points | Several important hypothesis tests
AR | RIS Gt B ARG .
Focal points | Construction of statistics of hypothesis test
HIH B TE 5 5 HHCE H s ae
Knowledge Unit No. SLOs Supported
FREICAAR | ] Bk ml
Unit Title | Simple Linear Regression
AR EE S
Fitting lines to data
BRRERER. S8 5t
Continuity of solution depending on initial value and differentiability
theorem.
RIVARG | Al i Ge it R
Knowledge Delivery | Statistical properties of estimates
BRI [ S8 1 o
Statistical properties of estimates
BRI
Model fit
T | BRI E L
Recognize | Fitting lines to data
E SRR PR | A AR
Learning Objectives | Understand | Simple linear model
B4R | AR E L SR
Master | Establishment and test of model

(A= RERAN
Moral Objectives

B A S BANTER, MEL LT AR ARAE. B e R —
LA

Cultivate a sense of order and plan, and complete a work in an orderly
and gradual manner

Key Points

R P ST S A 0
Establishment and test of model
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HMess | BB E I T Z b SRZE T
Focal points | ANOVA and residual analysis
HIIE 5 . SCHEHCE A bR 4 2
Knowledge Unit No. SLOs Supported
MR BT AR | £ ougkiERIA
Unit Title | Multiple Linear Regression
YR/ PRIk
Multidimensional least squares
BRSS9t
Model assumptions and statistical properties
BRI
IR Model fit

Knowledge Delivery

BB (R AT FfE . &8 EIA)
Model selection (forward selection. backward elimination. stepwise
regression)

RPN E A EAE RN AT J7 5 F R
categorical predictors. interaction effects. partial sum squares and
F-test

2 2] B g
Learning Objectives

TRE: | YRR R —aRiE
Recognize | Multidimensional least squares of multiple dimensional
P | Z MBS S
Understand | Fitting and testing of multivariate linear models
B4R | Rk
Master | Model selection

TE=H Hbr
Moral Objectives

B IRhss i, B “DAANAT IR HE
Cultivate service consciousness and have the service spirit of
"people-oriented”

Y=
Key Points

2 UL MRS S

Fitting and testing of multivariate linear models

HE S
Focal points

I (e B vk
Model selection

AR ITT 5
Knowledge Unit No.

A=
. SR AR L5 2.3
SLOs Supported

yIRANE IRy
Unit Title

“CHEZNE” ZettRlIA

“Non-linear” linear regression

IR A
Knowledge Delivery

ALK

Transforming variables

AT E

Transforming independent variable

A4 R AL

Transforming dependent variable

2] H s

T | AR,
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Learning Objectives

Recognize | Non-linear model

PRAR:
Understand

TSR 22 TR R
Quadratic models and polynomial models

BYE: | BAE AR B A
Master | Transforming variables and dependent variable

f8H Hix

Moral Objectives

BIRRS EIR, BA “DAARA” HIARSS R
Cultivate service consciousness and have the service spirit of
"people-oriented"

A
Key Points

PR )36 %
Model selecting

X P
Focal points

R S
Model fitting and examing

HIHBRITT 5
Knowledge Unit No.

6 SCHEEHCE Hbg: L6, 25

IR R IT AR
Unit Title

SLOs Supported
I S e
Generalised Least Squares

yIRY=
Knowledge Delivery

ISR 3Rk

Generalised Least Squares

IR/ — 3
weighted least squares (WLS)

) Hir:
Learning Objectives

T

Recognize

I SN IRE
Definition of Generalised Least Squares

P e
Understand

T SCRIAS S5 /I 3k 1R SI2 it
Essence of GLS and WLS

FiE | T BRI 3Rk
Master | GLS and WLS

TEH Hbr
Moral Objectives

B SRR, MR EEL ARAE. TRt e R —
T T AR

Cultivate a sense of order and plan, and complete a work in an orderly
and gradual manner

H
Key Points

T SCFIA e 7 — 3fe i
GLS and WLS

X P
Focal points

I R /N — ek
GLS and WLS

IRAEETE SN
Knowledge Unit No.

; SCHEEHEE H bR L7 21

yIRANE IRy
Unit Title

SLOs Supported
Iy 2KBEHL AL & 3
Analysis of Categorical RVs

Knowledge Delivery

ZYEIES AT (2D

Multinomial distribution
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RITE LR R
Chi-square goodness-of-fit test

PIEIES
two-way tables

RIS
Chi-square independence test

AH X AU
Relative risks

DB R AL
Odds and odds ratios

E SNSRI
Learning Objectives

ThE | ZHEIES AT (2T
Recognize | Multinomial distribution

B | RTIE IR
Understand | Chi-square goodness-of-fit test

B | RITMALVER

Master | Chi-square independence test

TEH Hbr
Moral Objectives

B RS BRI L SF R AR AR A R
Cultivate citizens of the new era who abide by the law, understand and
obey the rules

N e S VA G
Key Points | Chi-square independence test
HMerls | RITMA B
Focal points | Chi-square goodness-of-fit test
R IE 5 . SHEHCE B s
Knowledge Unit No. SLOs Supported
FREITARR | AR
Unit Title | Logistic Regression
A e AR
Binary response variable
BERZ T RE
—— Link functions
)R] SR ] )

Knowledge Delivery

Simple logistic regression

% 7t logistic [
Multiple logistic regression

> Hbr:
Learning Objectives

kAR

Binary response variable

g =

Recognize

T i
Understand

HEERIIRE

Link functions

HiE:
Master

fid] B2 4[] )
Simple logistic regression

(A= RERAN
Moral Objectives

BFRA SR BANTT R, AL AR e

T T AE
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Cultivate a sense of order and plan, and complete a work in an orderly
and gradual manner

ol | BRI
Key Points | Logistic regression model

MR | %7t logistic A4
Focal points | Multiple logistic regression

(2) SEIGHEE Experiments

e TTRRIE S PR E I IRAT R SO RA AT A A . W ZRAME, SCIRMERR AT ik, M.
Note: Please add/reduce lines based on subject. The Type contains Verify, Design, and Comprehensive, while the Pattern

contains Required and Elective

FF5 SEEG I H 445K TS| R ANEL | SRERSRAY | SIS
No. Experiment Topic Hours MPG* Type Pattern
1 TR (—) ) 1 IR DA i
Simple Linear Regression | Verify Elec

) TR (2D ) 1 IOTEE DA i
Simple Linear Regression Il Verify Elec

3 ZIudMERIe (—) ) 1 B U DA i
Multiple Linear Regression | Verify Elec

. Z &R (7D , . BT Wi
Multiple Linear Regression Il Verify Elec

. Z IR (=) , . BT W
Multiple Linear Regression Il1 Verify Elec

25 l

. AR ) . WA |

Non-linear Regression Verify Elec
BN |

Weighted Least Squares Regression Verify Elec
AN AREL

g | TARR . | mEE |
Analysis of Categorical RVs Verify Elec
foargys SIS H. |

. fi] B 124 (] ) , . I EME Wl
Simple Logistic Regression Verify Elec

oy yr—

y 2GR , . WAEPE | A6

Multiple Logistic Regression Verify Elec
&It Total 20

*MPG: Members per group
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ST H 5 ) SRS H 1213
Experiment No. SLOs Supported
R 1 TR HUm: BB
Members per Group Tutor Changtao Xue
SRR | fERAMERIE ()

Experiment Title

Simple Linear Regression |

S N 2¥:
Content

2 7 i B [ ) A AR
Establish simple linear regression model

2 2] B g
Learning Objectives

FEARFEAHIAH R e s Lt a3 75 7%
Master the method of Simple Linear Regression by R

R

Requirements

X TE AT, 27 3] SR g ] Ak [ A AR TR fR S AP B
Given data, learn and master the steps to solve the problem in simple
linear regression.

S | e EMLE (B 5078)
Location | Computer room 5078
LI BRI | THENL
Software/Hardware | Computer
U H 5 ) SCHHCE A bR 1213
Experiment No. SLOs Supported
(SN AR 1 & AU B2
Members per Group Tutor Changtao Xue
SER AR | TR (2D

Experiment Title

Simple Linear Regression 11

SIS N A
Content

X5 e R ST ] L P R U S AR

A simple linear regression equation is established for the given data

> Hir:
Learning Objectives

R — A R R S A )5 T
Master the method of Simple Linear Regression by R

HURELR:

Requirements

XF e E BT, 2 IEId R SR ] AP [l AR, I 4 0[] 5
KA AT [ B3 A 56

Given the inear programming problems, learn and master the steps to
solve the problem in simple linear regression, and master the method of
testing the coefficients and model.

LM | SER ML RS 5078)
Location | Computer room 5078
SRIG A% | B
Software/Hardware | Computer
IR TH Fr 3 SR AR 14
Experiment No. SLOs Supported
REAL R A 1 RS HUm: B
Members per Group Tutor Changtao Xue
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DREA S
Experiment Title

Z IR (—)
Multiple Linear Regression |

SEIG N A
Content

T ok s PR A 6 % AR B [ AH DG
The correlation of variables was tested by scatter diagram

GINETRRATRE, RS T B R
Write down the estimated regression equation and provide
interpretations of the estimated beta coefficients

IR [ 52 754 0.05 7K P F R 2%
Test if the overall regression is significant at the 0.05 level

FEIEZSYE . SRS NME E 7 2R, 7 hrik 2z
Perform a visual analysis of the residuals for compliance with the
normality, independence and constant variance assumptions

E SNSRI
Learning Objectives

HRFEARF M R 2 et mIH 7%
Master the method of Multiple Linear Regression by R

HUEAEDR:

Requirements

YR TE R IR, 27 2] SRl 22 T [l Y (R R AP B
Given data, learn and master the steps to solve the problem in multiple
linear regression.

SLIG | LR ORI 5078)
Location | Computer room 5078
IR A% | AL
Software/Hardware | Computer

SEIRIUH Fr: A SR AR 14

Experiment No. SLOs Supported
UL ! & S HUm: S 4

Members per Group Tutor Changtao Xue

LI AARR: | ZondtERIE (7D

Experiment Title

Multiple Linear Regression 11

SIS 25
Content

BT MM, R TN R 7 D 2 Jc el VA A i ade T AL 5
Based on correlations, chose two predictors as candidate predictors for
a multiple regression

5 H AT R Y
Write down the model selected at each step of the forward procedure

R IR R A D IR bk R AR A
Write down the model selected at each step of the backward procedure

A FT R ) S AR T BRI — 7 3
Describe one way in which the final model of the forward procedure is
superior to that of the backward model

R MR 2, HA B ) I A e AR T Ik [ A Y
Describe two ways in which the final model of the backward procedure
is superior to that of the forward model

> Hbr:
Learning Objectives

2 2 2 5 ) P RV L S

Learn the forward method and backward method in multiple regression
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HEEK:

Requirements

XPee AR, RisH R i oolEHE
For the given data, skillfully use R to do multiple regression

SEIR | LR ML OBk 5078)
Location | Computer room 5078
SRIG A% | THEAL
Software/Hardware | Computer

SIS ] SRR bR i

Experiment No. SLOs Supported
R 1 TR HUm: BB

Members per Group Tutor Changtao Xue

LI AARR: | ZondtEmIE (=)

Experiment Title

Multiple Linear Regression Il1

S N A
Content

NN THREE R, FRERRA TR B R
Write down the estimated regression equation and provide
interpretations of the estimated beta coefficients

T E & T AFAE 3 ST AR B ) e S AH SR A D G THIE S
Determine if there is any statistical evidence of serial correlation which
would violate the assumption of independence

B 5 & AL 2 B IR PR G THIE o

Determine if there is any statistical evidence of multicollinearity

TR ZE R BTG IS Bor M AME e 7 2 i
Perform a visual analysis of the residuals for compliance with the
normality, independence and constant variance assumptions

8 0.05 & F VKT, 05 ZE I IE S VEREAT R AR 3o
Using 0.05 significance level, perform a hypothesis test as to the
normality of the residuals

S SIREN
Learning Objectives

FAR 2 FILLMEAN I ZE 7 M

Master multicollinearity and residual analysis

HURELR:

Requirements

FRA R BT 2 0 m AR i) 22 B L2 A 22 20 A
Learn to use R for multicollinearity and residual analysis of multiple
regression model

LM | SER ML R 5078)
Location | Computer room 5078
SRIG A% | B
Software/Hardware | Computer
IR TH Fr 6 SR AR L5
Experiment No. SLOs Supported
FEAL R A 1 RS HUm: BB
Members per Group Tutor Changtao Xue
sz & | AFERPERNA

Experiment Title

Non-linear Regression
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S N 2¥:
Content

1A wall Fl weight 2 [A]C R 7). SRAYFISEE
Describe the direction, type and strength of the relationship between
wall and weight

R R BT, JRA T R IR 22 T P A ) et ?
If a straight-line model was fitted to the data, what two problems would
we see with the residuals?

Write down the estimated regression model and provide

interpretations of the estimated beta coefficients

GG EERR, RO T DU R B R

DU B Al b oh B AR, IR AT B R B fRE
Write down the estimated regression model in log-unitsand
provide interpretations of the estimated beta coefficients

E SNSRI
Learning Objectives

B YR A GEH B ZAE A% H log-units ALY (1) 7772
Master the method of choosing log-units model instead of linear

model
HeErER: | A log-units I A
Requirements | Understand the benefits of log- units
St | SeEMLE (B 5078)
Location | Computer room 5078
LI | THENL
Software/Hardware | Computer
ST H 5 . SCHEEFUE B g LE
Experiment No. SLOs Supported
REH A 1 FSEACIR B2
Members per Group Tutor Changtao Xue
s &2 | IR/ —3fe [ I

Experiment Title

Weighted Least Squares Regression

SIS 25
Content

FREUE - obsl FIHE v obs2 (HIAE] CHERERL A EIRI AT Do 2 %
photo 5 obsl &Y photo 5 obs2 47 fiij 5 (LR VLRI )H, & FHA4 i)
7

Obtain scatter plots of photo versus obs1l and of photo versus
obs2 (a matrix scatter plot will do). If you carried out a simple linear
regression of photo versus obs1l or photo versus obs2, what
problems would you expect?

& Fr 5 obs1 ff) WLS [B] R E 2 % /b2
What would the weights be for the WLS regression of photo versus
obs1?

X5 T WLS B8, A 655 B A2 B HUS B0 A Student-T AR
I %

For both WLS models, analyse the Student-T version of the
standardised, weighted residuals using scatter plots involving the
independent variables.
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2 Hbr:
Learning Objectives

g WTS BRI S it 5 OG5 A0 IR
Learn the essence and key steps of WTS model

PEFEOR: | EERA R 53] WTS BAY 1) 772
Requirements | Master the method of obtaining WTS model by R
LM | SER ML OB 5078)
Location | Computer room 5078
SEIG A% | AL
Software/Hardware | Computer
LEIH 75 8 SCHEEFUE B s 1.7
Experiment No. SLOs Supported
REH A 1 & AU B2
Members per Group Tutor Changtao Xue
S g | T RBENLAR R
Experiment Title | Analysis of Categorical RVs
FRYEMREE R, VR0 RIE 7 1) R b b ER D 5 LE B N [R) R B2 A O

S N A
Content

Bl T AR
Based on the test output, what do you conclude in relation to the
research question “is field goal success linked to game time quarter”?

RS (R TR, THESE T LLIRIN ) (gtr=1) Yk
DI LR (REF=1)

Using the count data (not the row probabilities), calculate the odds of
successful field goal attempts (good = 1) in the first quarter of game
time (qtr = 1)

FRE A ZE R, AR5 AT 5 I R 5 1) B2y 5 i R R 125 D 2 o KA 5% 7
FH T AR

Based on the test output, what do you conclude in relation to the
research question “is field goal success linked to kicking distance
quartile”?

) Hir:
Learning Objectives

5315 FHENL AR

Analysis of Categorical RVs

FUREDR: | 0T RARRR, by KBNS E
Requirements | For specific problems, analyze and classify random variables
LM | SER ML OB 5078)
Location | Computer room 5078
SRIG A% | B
Software/Hardware | Computer
SEIGITH 75 9 SCHEH A bR L7
Experiment No. SLOs Supported
REAL R A 1 & FHUm: B
Members per Group Tutor Changtao Xue

14 /18




Experiment Title

ffay B IE 4 [ )

Simple Logistic Regression

SEIG N A
Content

FEXT B IAE . L3 LRI il e 112 m] A A
Write down the fitted logistic regression model in log-odds scale, odds
scale and probability scale

fER RS, BEAT S, DARIASE 1 ZREERIEE 4 2= il D S a Y
i AR LR LT 55 8 skiR it 5 — 3

Using the regression model, carry-out the calculations to show that the
odds of successful field goal in quarter 1 and in quarter 4 almost match
those calculated in Lab 8

AP RS2 0 X 0 B e A PR RIS A4 P )
Interpret the impact of distance on the log-odds scale and the odds
scale

2 2] B g
Learning Objectives

B 238 4 m] AR R f) ST TV
Master the establishment method of logistic regression model

HFBR:

Requirements

X EARSAR, BN G IS B ] A Y
For specific data, an appropriate logistic regression model is
established

St | SeEML (B 5078)
Location | Computer room 5078
LI | THENL
Software/Hardware | Computer

LT H Fr g 10 SCHEEFU B L7

Experiment No. SLOs Supported
(SN AAR 1 ERSES Ul B2

Members per Group Tutor Changtao Xue

B vs 7 S mex ACIIE

Experiment Title

Multiple Logistic Regression

SIS N A
Content

FEXTERIASE . D3 AN T il AU & B 12 e m] S
Write down the fitted logistic regression model in log-odds scale, odds
scale and probability scale

fiiH 0.05 ZEMIKF, WIREHEGEE. HIEBFESETE
AR B s gt &AM p . IR AL

Using 0.05 significance level, test if the regression is significant. Write
down the null and alternative hypotheses , the test statistic and p-value,
the result of the test and a conclusion in non-mathematical language

i 0.05 BFEMAKF, MRS 58 %Y &
Using 0.05 significance level, test if the model provides an adequate fit
to the data

> Hbr:
Learning Objectives

B 1T 1] VSR FR) S ST 7
Master the establishment method of logistic regression model
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HEEK:

Requirements
a established

X FARSE,  E LA R [ ) A Y
For specific data, an appropriate logistic regression model is

Seh it | SER =ML (R 5078)

Location | Computer room 5078

KRB | THEAL

Software/Hardware | Computer

. #FEZHE Teaching Schedule

T AR SEBRIG DU AT £

Note: Please add/reduce lines based on subject.

24P (F)  Hour(Week)
## M4 Teaching Content e | ok | A | At
LECT. | EXP. PBL PRAC.
EVEER iR poN
Introduction to Regression Analysis 8 0
Grut B AR [
Statistics review
fia] FL 2 1 ] ) g A
Simple Linear Regression
=il 1 6
Multiple Linear Regression
“CHEZME” ZettRlA 4 )
“Non-linear” linear regression
I S TRk 4 )
Generalised Least Squares
IrRBENLAR B I 4 )
Analysis of Categorical RVs
bk A EIE|
Logistic Regression
St Total 48 20
F. #H¥FA5E Teaching Methodology
T PR SRR L RAT s A
Note: Please add/reduce lines or revise content based on subject.
/7] Check #5545 Teaching Methodology & Characters
M ZWRACE: BTE B & IR B
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Multi-media-based lecturing

SKERAE /IR BREAT L. KPR BIMLS &

= Combining theory with industrial practical problems

- WAL MRV SEEHESE
Knowledge delivery with ethic education

0 PBL #y: [ RUIREN ) 73 215 2] 5 A8
Problem-based learning
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Note: Please add/reduce lines or revise content based on subject.
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The full score is 100 points. Students' usual classroom performance is
. recorded by "XueXiTong". 5 points are counted for each attendance,
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Measures and no score is given for absence. And 5 points are counted for each
assignment, no score for plagiarism, plagiarism for others or no
assignment. The final total score is not more than 100 points, not less
than 0 points
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Measures The full score is 100 points. There are 10 computer experiment classes
in total. Each class needs to submit a report, with 10 points for each
report.
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M:asures The full score is 100, and the students' scores are given by marking the

final examination papers.
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+. EE#El Improvement Mechanism
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The subject coordinator shall be responsible for the syllabus discussion
and improvement, and the revised version shall be submitted to deputy
dean (teaching affairs) for reviewing then to executive dean for
approval
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The subject coordinator shall revise the syllabus based on the teaching
content, effect and result distribution while optimize the assessment
measures.
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