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—.\ ¥ B#F Subject Learning Objectives (SLOs)

e BV ESR KRR AT SRR R AR E R R T R, AR S PR O AT H

Note: GA and index can be referred from undergraduate program in SSTC website. Please add/reduce lines based on subject.

AR H b

Overall Objective

JRRBCERP B EOR AR, AAERHAR . e 2R
B MR Gt ENERE L

PRI by SR A A YR R e T, BLE
ITECRIE, FFHEET . Bl S EEAT SRR, AR YUET i)
o

Demonstrate theoretical and technical knowledge of mathematical
sciences including calculus, discrete mathematics, linear algebra,
probability, statistics and quantitative management.

Evaluate mathematical and statistical approaches to problem solving,
analysis, application, and critical thinking to make mathematical
arguments, and conduct experiments based on analytical, numerical,
statistical, algorithms to solve new problems.

(1) &AL H b5
Professional Ability

58 SCHF U IR A AL A o A FH AR
1-1 Define and illustrate the terms used in probability and
stochastic processes.

IR A 7S A 23 v A AR B R B R B AL A e
EE— LA S

1-2 Discuss and demonstrate the techniques of proof used in
probability and some of the mathematical derivations that are
important in the theory of stochastic processes.

Ik 2 YRR 236 1) e A B PR 5 B
State and apply the basic limit theorems of probability.

JETRAL P AR 3 B AL AR AT N HIRE ST, JCH R
KRBT A

1-4 Demonstrate an ability to use mathematical techniques to
analyse the behaviour of various stochastic processes,
especially the long-run or steady state behaviour.

1l & AR SN 28 AN SEAT LA A B4 N2 P M B 343 1)
1-5 Formulate and solve applied and theoretical problems
involving probability and stochastic processes

T A b A 5 G 3R P LR A 8 1 R R DA BT R e
FELERY 1) R ) AR T 56

1-6 Communicate clearly knowledge of the subject matter of
probability and stochastic processes and solutions to
problems involving these topics.

(2) 8E Hbs:
Essential Quality

B TAES I BNGAE, JEsn) 75 20 He e A S 2 I
S AR T ) R LR A7 SEAT B AT

2-1 Work autonomously or in teams to demonstrate professional
and responsible analysis of real-life problems that require
application of mathematics and statistics.

SR, RIEHEF I RIAHEEAN S8, A RS2 A

2-2 \
e Gl NS TP
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Use succinct and accurate presentation of reasoning and
conclusions to communicate mathematical solutions, and
their implications, to a variety of audiences, using a variety

of approaches.
BRI H in 5 MV ESRIXT PSR & Matrix of GA & SLOs
RV ER GA FaH5 4 GA Index % H¥r SLOs

fabr Rl 1-1: RABORIHEEHHE R AE
eI RE ST AT IRghRE . RS
dERe7y, FERECE. BRBIEEAMERE | 1-1—1-6
W ER, FRE L IET R W)
BEA SRR DR % S B )

1. #A A BA LSy
Fefih, BEUSREEY . BRI
IR IR Y R 1 SRS MU
I 2

5. B T Resst 2
ZRSERRIA A, JT R eSS
PGB B, IURE
BEARTA, SRR
[ P T S AL, I RE S B
i R R A

Fabr A 5-3: BEMSE ST A LA E 4
SEBRIAE, EFESMEAE SRR % | 2-1, 2-2
. ARG ERART .

=\ #FAWZA Content (Topics)

T USRS, &R PR IR TR S PR AT IR R e R AT R 3R B

Note: Filled in both CN and EN, extend or reduce based on the actual numbers of knowledge unit

(1) BEBieHFE Lecture

“H B o = : L T
RIS . KEBERR | o e o,
Knowledge Unit No. SLOs Supported

KRB IR | A B TR 4, ML Introduction to axiomatic approach,
Unit Title | probability basics

REZ 18 77 52 History of probability theory

A5 7712 Frequency approach to probability

HIR AT | Kolmogorov /4 46 777 Introduction to Kolmogorov’s axiomatic
Knowledge Delivery | approach

ZAF RS 5T 2 Conditional probability and independent events

FEALAS & Scalar RVs

Reco;?; fE= 1875 52 History of probability theory
= = B % J5 v . Kolmogorov 2 B 4k J5 ¥ Frequenc
> H R wg |~ g N quency

approach to probability, Introduction to Kolmogorov’s

Learning Objectives | Understand . .
axiomatic approach

R | KR S M FH . BEMLA & Conditional

Master | probability and independent events, Scalar RVs

I &R0 T59%, RvHER RIS HE R AN Z518, 7] & A 52 A 1807
SV VE &S

Use succinct and accurate presentation of reasoning and conclusions to

=H Hix
Moral Objectives
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communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

Hal | KBS M FHAF . LA E Conditional probability and
Key Points | independent events, Scalar RVs
MEFS: | Kolmogorov A4k /72, Introduction to Kolmogorov’s axiomatic
Focal points | approach
%mﬂﬁm_}%*%': ) A H T L1 12, 16, 22
Knowledge Unit No. SLOs Supported
%nﬂﬂ_m%% % 7t Gauss fifi#/l 45 & Multivariate Gaussian random variables
Unit Title
Gauss BEALIA & #)3i& Constructing Gaussian vector RVs
HIHS: | Gauss BEAL 19 & 147 55 e Affine-linear transform of Gaussian

Knowledge Delivery

vector RVs

IEZ < EH Theorem on normal correlation

E SRR
Learning Objectives

g

Recognize

P
Understand

Gauss Bl & FIFYIE . Gauss Fifl B ) 5 1107 5 A8 46 |
IEZ o< ¥ Constructing Gaussian vector RVs,
Affine-linear transform of Gaussian vector RVs,
Theorem on normal correlation

HiE:
Master

=H Hir
Moral Objectives

R &M, AR R IE AL, [ S PRS2 AR iR B
[ VIE Y E S

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

Gauss BENLFIE MG . Gauss FEALF S K15 548, IESHE

R
Ke f mts i Constructing Gaussian vector RVs, Affine-linear transform of
y Gaussian vector RVs, Theorem on normal correlation
HME R e .
E. IEZA A EH Theorem on normal correlation
Focal points
HIR BRI 5 3 TEHEH: | 141, 1-2, 1-3, 1-6,
Knowledge Unit No. SLOs Supported 2-1, 2-2
R EIE AR TN . .
A ﬁ.mg.% B HLA540, 77 7 Methods of stochastic simulation
Unit Title
BEHLAS &= IS Convergence of RVs
AR A | AR PR SEFE Limit theorems
Knowledge Delivery | B4, Stochastic simulation
FEALAS & I BEHIASAL Simulation of RVs
_ fift: .
2] Bbr: Reco;ize BEALAS B U8 Convergence of RVs
Learning Objectives N ™ — :
g v FRAR: | PR 2 B . FEMLFE 4L Limit theorems,  Stochastic
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Understand | simulation
HE: BiE AL A B I BEH AL Simulation of RVs
Master

E=H Hbr
Moral Objectives

H 3 TAREAIBNEAE, &t i 2 B e MG v 2 i IS A0 1)
TR VAT ST 1) 70 B

RIS, BRI R IAHEEAN S0, 7 & Fh 2 AR50
IR TG S P S

Work autonomously or in teams to demonstrate professional and
responsible analysis of real-life problems that require application of
mathematics and statistics.

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

A N
) Bt ATLAR & I BE WAL Simulation of RVs
Key Points
M| BN B AU S . BEALAEHEL Convergence of RVs, — Stochastic
Focal points | simulation
HIRBITT 5 A SR AR | 141, 1-2, 1-4, 1-5,
Knowledge Unit No. SLOs Supported 1-6, 2-2
KN3H BRL T A4 R BENLIL R 4H, Gauss BENLEHRE, ~FAaBEHLIL S Introduction to
Unit Title stochastic processes, Gaussian SPs, stationary SPs
T T
P f#% € X General definitions

Knowledge Delivery

Gauss i 2 Gaussian processes

PRt 2 Stationary processes

> Hir:
Learning Objectives

T
Recognize
PR fig: ‘
— i X General definitions
Understand
17 | Gauss iIIFE. “FFaid#2 Gaussian processes, Stationary
Master | processes

8H Hiw

Moral Objectives

SR, G E RIS HEERRIZ50, W & P2 e a3y
[ IE VS E =

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

A
. Gauss 1 £ Gaussian processes
Key Points
X P
. Gauss 1L ## Gaussian processes
Focal points
%ﬂl ﬁjﬁﬁjﬁ 5 i?ﬁ%&# H*ﬂ? 1-1, 1-2, 14, 1-5,
Knowledge Unit No. SLOs Supported 1-6, 2-2
HIRBAICA R | Markov 12 FE, 25 B 18] Markov % Markov processes, discrete-time
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Unit Title Markov chains
SE SUFI— M Definition and general properties
FIH S | Gauss Markov i #2 Gaussian Markov processes

Knowledge Delivery

Chapman-Kolmogorov /5 #£ Chapman-Kolmogorov equations

BBIURHA] 5% Markov £ Discrete-time homogenous Markov chains

E SNSRI
Learning Objectives

g
Recognize

R 5E SUR— 8P 5 Definition and general properties
Understand

Gauss Markov i F£. Chapman-Kolmogorov 77 2. &
B [E] 557k Markov % . Gaussian Markov processes ,
Chapman-Kolmogorov  equations , Discrete-time
homogenous Markov chains

HiE:
Master

=E His
Moral Objectives

R &M, S AR R IE AR, ) S Pl 2 AR iR B
[ VIE Y E S

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

H | Gauss Markov 2. BHLNA]FFX Markov %% Gaussian Markov
Key Points | processes , Discrete-time homogenous Markov chains
X R . \
. 6 SRR R SO
Focal points
FRE TR S 5 SCHEFCE R | 141, 1-2, 14, 1-5,
Knowledge Unit No. SLOs Supported 1-6, 2-2
KR BT 22 R HESEIN [A] Markov 5, 5 & Poisson i #% Continuous-time Markov
Unit Title chains, compound Poisson processes
P S B) A] 55 Yk Markov $% Continuous-time homogenous Markov

Knowledge Delivery

chains

%2 4 Poisson i1 & Compound Poisson processes

> Hir:
Learning Objectives

T i

Recognize

PR
Understand

TE 4L [E] 55k Markov B . & & Poisson it &
Continuous-time homogenous Markov chains ,
Compound Poisson processes

HiR:
Master

(A= RERAN
Moral Objectives

R &R T70%:, fREHE RS HEE AN ZE10, 7] & Fh 2 A 1R K
TR T 5 S L

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

H A
Key Points

e B[R] 57 K Markov %
homogenous Markov chains,

5 & Poisson it #2 Continuous-time
Compound Poisson processes
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M| SRR A R R Markov . E & Poisson i £ Continuous-time
Focal points | homogenous Markov chains, Compound Poisson processes
KRBT 5 . B AR | 1-1, 12, 1-4, 155,
Knowledge Unit No. SLOs Supported 1-6, 2-2
%m,ﬂlﬁ_jgz_frk ARMA i ARMA processes
Unit Title
5E X+ Zh#l Definitions, Motivation
FE-F Filters
HIAR T | AL 7S Calculus of shift operator
Knowledge Delivery | “FFafk Stationarity
[Rl J: AAT 3557 Causality and invertibility
P A2 Non-stationarity
T%: %€ X~ #hHL Definitions, Motivation
Recognize
24> Hbr: PRfR: | R IR T . JEFF2 1 Filters,  Causality
Learning Objectives | Understand | and invertibility, Non-stationarity
BYE: | AR A PR Calculus of shift operator,
Master | Stationarity

=E His
Moral Objectives

R &M, AR R IE AR, ) &Pl 2 AR ik B
[ VIE Y E S

Use succinct and accurate presentation of reasoning and conclusions to
communicate mathematical solutions, and their implications, to a
variety of audiences, using a variety of approaches.

A . . .
. WA TIEE . TRtk Calculus of shift operator, Stationarity
Key Points
HME s N . .
. R 51 51 54 Calculus of shift operator
Focal points
HRBITF S o SCHEHCEHbS | 141, 1-2, 14, 1-5,
Knowledge Unit No. SLOs Supported 1-6, 2-2
SR B TT A R o R, BEHLELSY, Ito 22X Elements of diffusion
Unit Title processes, stochastic integration, Ito formula
%€ X Definitions
%% FF Transition densities
KR A3 | Black-Scholes #5 7 v ) Kolmogorov [7] J& 75 #2 Kolmogorov

Knowledge Delivery

backward equation in Black-Scholes model

*F Brown izzh{FENLAL > Stochastic integrals with respect to
Brownian motion

ESIRER S
Learning Objectives

g

Recognize

R

E X, ¥R Definitions, Transition densities
Understand

#¥&: | Black-Scholes #%H[f] Kolmogorov [A] )5 /772 X T
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Master

Brown iz zh 1 i HL # 4+ Kolmogorov backward
equation in Black-Scholes model, Stochastic integrals
with respect to Brownian motion

f8H Hix

Moral Objectives .
communicate

&R0 T7E, AR IR HE AN G518, ) 532 Al ik B
IR TG S P S
Use succinct and accurate presentation of reasoning and conclusions to

mathematical solutions, and their implications, to a

variety of audiences, using a variety of approaches.

4 | *T Brown zzhJBENLAI 4> Stochastic integrals with respect to
Key Points | Brownian motion

HMERT: | T Brown 12z FIBEALF 4> Stochastic integrals with respect to
Focal points | Brownian motion

v #BFZHF TeachingSchedule

T R SC BT DL AT £

Note: Please add/reduce lines based on subject.

22157 (F ) Hour(Week)
%’Z?Wﬁ TeaChlng Content b S AL sE | Ak
LECT. | EXP. PBL PRAC.

ANBEWTTEAH, MEF A Introduction to 6
axiomatic approach, probability basics
% 7t Gauss [H142 & Multivariate Gaussian random o
variables
BEHLIEIL J7 72 Methods of stochastic simulation 6
BENLIEFEN4H, Gauss FENLISFE, ~PRaBEALLFE
Introduction to stochastic processes, Gaussian SPs, 8
stationary SPs
Markov i #8, EH [A] Markov % Markov o
processes, discrete-time Markov chains
22 6] Markov %%, &4 Poisson 12
Continuous-time Markov chains, compound Poisson 8
processes
ARMA 2 ARMA processes 6
ot FEEERE, BENLER >, Ito A3 Elements of
diffusion processes , stochastic integration , Ito 6
formula

STt Total 56

F. #FEF55% Teaching Methodology
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e AR SEBR TS DL BT BB A A

Note: Please add/reduce linesor revise content based on subject.

/rJ % Check #2F )71 555 Teaching Methodology & Characters

- ZWRACS: BT ERBMRERIREH Y
Multi-media-basedlecturing

7 SLRRRE RS PR ST, KB RIS &
Combining theory with industrial practical problems

- WAL RV SEEHESE
Knowledgedeliverywithethiceducation

0 PBL #: [ RUIREN ) 73 215 2] 5 A8
Problem-basedlearning

0 At R o B I A R N S

Other: ol Bl i il JEAL SN L7

75y BRERIEE Assessment

Ve AR SCBR IS LG AT BB A A

Note: Please add/reduce linesor revise content based on subject.

SN I 5T . .
L SE; Behavior Xﬂ)_) A skikHE, HHEEME
Assessment Content Director
o PR R L L (%):
At a0 Marks R L R St L HE (%) -
Result Type Percentage (%)
H ) 100 47, FKEET 10 47, SREIATE S, BRENH IR LA B
7 | EHE B . FIRVET 100 26, #0285, i APD Bl R AR A
Measures | 13453, 1EMLERGUA S IRAENL P15y P RGN 8l kSt < 0.4+
BNV %45 % 0.6
ALY ) 7 ik .
il Final ) A, S
Assessment Content R Director oK, R
L B PRFE S 4 2 (%):
g T F 0] Marks PR SR St LL (%) 50
Result Type Percentage (%)
A L e . N
%i/l:asu:es Wi 100 4y, @IS HEG IR RG24 H 22 A s

. ZiE#HHF Improvement Mechanism

T RS E DAHEE H A DL A B A 18 B v E
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Note: Matters not covered in this file shall be determined by TAB of SSTC, NEU.

BERPBHEDLH] Subject Syllabus Improvement Mechanism

AW ()
Check Period (YR)

4 BT A () A
Revise Period (YR)

oSS It

Measures

WA TTARIERBE AN E S N 598 H AR A SRR BT 8
HAEBCEE R, & B0 TAERIBE A o A% 5 AT B KAtk
The subject coordinator shall be responsible for the syllabus discussion
and improvement, and the revised version shall be submitted to deputy
dean (teaching affairs) for reviewing then to executive dean for
approvement.

G VESE BN Assessment Improvement Mechanism

F A W)
Check Period (YR)

BT A ()

1
Revise Period (YR)

1

BICHZEYN

Measures

VA 7 DT AARSEIRAE B N A IR B RO DRSS A, iR
B ITIEM G E BT S0, FEFRPIGE E TN .
The subject coordinator shall revise the syllabus based on the teaching
content, effect and result distribution while optimize the assessment
measures.
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